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ABSTRACT—With the increasing technology, the 

use of smart cards like credit cards has become 

popular. In addition, credit card abuse and fraud have 

also come to the fore. Such fraudulent use may harm 

the user. Know that his / her credit card is completely 

secure. The purpose of our project is to detect credit 

card fraud. Any malicious person using our card can 

be detected and thus fraudulent use detected. 

Index Terms—:cheating, KNN algorithm, logistic 

regression algorithm, SVM algorithm, random forest 

algorithm, ROC curve, accuracy. 

 

I. INTRODUCTION 
PHYTON is a widely used, well-defined, 

general-purpose, high-level programming language 

developed by Guido van Rossam in 1991. More 

popular. And widely used language. It takes a few 

lines to implement compared to other programming 

languages. It is basically. Python is a programming 

language that works quickly and integrates systems 

efficiently. Python is used to develop web applications 

as well as complex scientific applications. Python can 

be used to analyse data and display a large number of 

libraries to visualize data through those libraries. 

 

In computer science, artificial intelligence 

(AI) is sometimes defined as machine language, which 

refers to providing intelligence to a machine that 

mimics human behaviour. According to John 

McCarthy, the father of artificial intelligence, it was 

"the science and engineering that made intelligent 

machines, especially intelligent computer programs." 

Credit card fraud is a term used to describe 

fraud committed using a credit card, such as a 

payment card. A credit card is a payment card issued 

to a customer that allows the cardholder to pay the 

merchant for goods and services based on a promise 

that the card issuer will pay the promised amount and 

other agreed charges.  

The issuer creates a revolving account and 

presents a line of credit to the cardholder, allowing the 

cardholder to borrow from the merchant for payment 

or as a cash advance. 'Fraud' is the unauthorized and 

unnecessary use of someone else's account in a credit 

card transaction. Than that account owner. Necessary 

preventive measures can be taken to prevent this abuse 

and it can be minimized by studying the behaviour of 

such fraudulent practices and preventing similar 

incidents from happening in the future. In other words, 

credit card fraud can be defined as the use of another 

person's credit card for personal reasons, but the 

owner and the issuing authority of the card are 

unaware that the card is being used. Fraud detection 

involves monitoring activities. Predict, understand or 

prevent consumer abuse, including fraud, intrusion 

and negligence. There are two types of card fraud - 

card-present fraud and card-present fraud. 

Compromise comes in many forms and usually 

without the knowledge of the cardholder. Cardholders 

can quickly report stolen cards, but fraudulent account 

details can remain with the fraudster for months 

before any theft, making it difficult to trace the source 

of the compromise. Fraudulent usage may not be 

detected until the cardholder receives the statement. 

Cardholders can reduce the risk of this fraud by 

frequently checking their accounts to make sure there 

are no suspicious or unknown transactions. When a 

credit card is lost or stolen, the holder notifies the 

issuing bank and uses it for illegal purchases unless 

the bank account is blocked. 

 
Figure 1: Credit card fraud detection system 

 

II. LITERATURE REVIEW- 
Data mining technology is a great way to 

solve the problem of credit fraud detection. Credit 

card fraud detection is the process of identifying 

fraudulent transactions as two classes of legal and 

fraudulent transactions. Detecting credit card fraud is 

based on an analysis of card spending behaviour. 

There have been some attempts in the past to use 

different machine learning approaches and feature 

selection technologies in transaction datasets. The 
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classification of credit card transactions is mostly a 

binary classification problem. Here, the credit card 

transaction is either a valid transaction (negative class) 

or a fraudulent transaction (positive class). Detecting 

fraud is generally considered a data mining 

classification problem where the goal is to correctly 

classify credit card transactions as legal or fraudulent. 

Many methods have been applied to credit 

card fraud detection, artificial neural networks, genetic 

algorithms, support vector machines, often item set 

mining, decision trees, migrate birds optimization 

algorithms, and nave base. A comparative analysis of 

logistic regression and naïveBayes will be conducted. 

The performance of Bayesian and neural networks can 

be assessed on credit card fraud data. Decision trees, 

neural networks, and logistics regression are tested for 

their applicability in detecting fraud [1]. 

 

III. PROPOSED METHOD- 
Methodologies are specific to each and every 

project .Machine 

learningprovidesvariousalgorithmsforsupervisedlearni

ng.Basically,supervisedlearningalgorithms are 

classified into two categories namely classification 

algorithms and 

regressionalgorithms.Asthedatasethasonlytwooutputla

belsitcomesunderclassificationalgorithms. 

Asthedatasethasonlytwooutputlabelsitcomesunderclass

ificationalgorithms. 

 

Initially train the dataset with various 

classification algorithms such as Logistic 

Regression,K-

NearestNeighbours,SimpleVectorMachine,DecisionTr

eeandRandomForest.Compare accuracy given by each 

algorithm and choose the algorithm with best 

accuracy. Forpredicting,Classification algorithm 

called KNN isused. 

TheK-

nearestNeighbors(KNN)algorithmisasimple,easy-to-

implementsupervisedmachinelearningusedtosolve 

classificationandregressionproblems  .Thek-

nearestneighbors(KNN)algorithmisasimple,easy-to-

implementsupervisedmachinelearning algorithm that 

can be used to solve both classification and regression 

problems .TheKNN algorithm assumes that similar 

things exist in close proximity. In other words, 

similarthingsareneartoeachother. 

TheKNNalgorithmhingesonthisassumptionbeingtrueen

oughforthealgorithmtobeuseful.KNNcapturestheideaof

similarity(sometimescalleddistance,proximity, or 

closeness) with some mathematics we might have 

learned in our childhood—calculating the distance 

between points on a graph. Distance between two 

points can becalculated by mathematical formula and 

there are other ways of calculating distance, and 

oneway might be preferable depending on the problem 

we are solving. However, the straight-linedistance 

(also called the Euclidean distance) is a popular and 

familiar choice. To select the Kthat’s right for your 

data, we run the KNN algorithm several times with 

different values of Kand choose the K that reduces the 

number of errors we encounter while maintaining 

thealgorithm’sabilitytoaccuratelymakepredictionswhe

nit’sgivendataithasn’tseenbefore. 

 

 

 
 

Fig.2  Fraud alert 

 

THE ALGORITHM- 

TheKNNAlgorithmfollows thebelowsteps: 

1. Loadthedata. 

2. InitializeKtoyourchosennumberofNeighbors. 

3. Foreachexampleinthe data 

 

3.1 Calculate the distance between the query example 

and the current examplefrom thedata. 

3.2 Addthedistanceandtheindex exampleto anordered  

collection. 

4. Sort the ordered collection of distances and 

indices from smallest to largest 

(inascendingorder)bythedistances. 

5. PickthefirstKentries fromthesortedcollection. 

 

6. Getthelabelsof theselectedKentries. 

 

7. Returnthe modeof theKlabel. 
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FEATURE (VARIABLE) SELECTION: 

The basis of credit card fraud detection lies in 

the analysis ofcardholder’s spending behaviour. This 

spending profile is analysed using optimal selection 

ofvariables that capture the unique behaviour of a 

credit card. The profile of both a 

legitimateandfraudulenttransactiontendstobeconstantly

changing.Thus,optimalselectionofvariablesthatgreatly

differentiatesbothprofilesisneededtoachieveefficientcla

ssificationof credit card transaction. The variables that 

form the card usage profile and techniques usedaffect 

the performance of credit card fraud detection 

systems. These variables are 

derivedfromacombinationoftransactionandpasttransact

ionhistoryofacreditcard. 

Thesevariablesfallunderfivemainvariabletypes,namely 

alltransactionsstatistics,regionalstatistics, merchant 

type statistics, timebased amount statistics and time-

based number oftransactions statistics. The variables 

that fall under all transactions statistics type depict 

thegeneral card usage profile of the card. The 

variables under regional statistics type show 

thespending habits of the card with taken into account 

the geographical regions. The 

variablesundermerchantstatisticstypeshowtheusageoft

hecardindifferentmerchantcategories.The variables of 

time based statistics types identify the usage profile of 

the cards with 

respecttousageamountsversustimerangesorfrequencies

ofusageversustimeranges. 

Most literature focused on cardholder profile rather 

than card profile. It is evident that a person canoperate 

two or more credit cards for different purposes. 

Therefore, one can exhibit differentspending profile 

on such cards. In this study, focus is beamed on card 

rather than cardholderbecause one credit card can only 

exhibit a unique spending profile while a cardholder 

canexhibitmultiplebehaviors on different cards. 

 

Dataset:InitiallythedatasetdownloadedfromtheKaggle.

comhas31attributeswhichcomprises of 30 input 

attributes and 1 output attribute. The 30 input 

attributes include Time,Amount and 28 variables(v1-

v28) and these 28 attributes are unknown as the details 

of creditcard are usually confidential and encrypted 

for security purpose. It contains only 

numerical(continuous) input variables which are as a 

result of a Principal Component Analysis 

(PCA)featureselectiontransformationresultingto28prin

cipalcomponents.Thedetailsandbackgroundinformatio

nofthefeaturescannotbepresentedduetoconfidentialityis

sues.Asit is difficult for the user toenter the unknown 

28 variables. The dataset is minimized tolesser 

columns. The columns that are essential to be in the 

dataset are selected by finding thecorrelation of each 

and every input variable with the output class variable. 

The values forwhich the correlation values are higher 

are collected and considered to form the final 

dataset.The dataset was modified to form a dataset 

with 13 input attributes and 1 output attributes.The 

dataset is highly unbalanced and skewed towards the 

positive class. The 13 attributesselected for the dataset 

are Time, 

Amount,v1,v3,v4,v7,v10,v11,v12,v14,v16,v17,v18 

and theoutput variable is class. All the unknown 

variables are undergone PCA transformation to 

hidetheconfidential information 

 

 
 

Experimental Analysis: Accuracy is considered as 

one of the measure in predicting the resultof an 

experiment.A To check the performance of our 

modelwe use accuracy score. To getthe 

accuracyscoreinitiallywehaveto determinethe 

confusion matrix 

 

Confusionmatrix:Inthefield   of machine   learning 

and   specifically   in   the   problemof statistical 

classification, a confusion matrix is also known as an 
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error matrix. It is a specifictable layout that allows 

visualization of the performance of an algorithm. 

Typically it is usedin supervised learning and in 

unsupervised learning it is usually called a matching 

matrix.Eachrowofthe matrix 

representstheinstancesinapredictedclasswhileeachcolu

mnrepresentstheinstances in an actualclass orvice 

versa 

 

 
Figure4:ConfusionMatrix 

 

Accuracy:For a classification problem, the result 

obtained as either of the class is considered asthe 

correct result by measuring accuracy of the 

experiment. Accuracy, sensitivity, 

specificity,precisionetc. are the performance 

evaluators .Accuracy istheratioofnumber of 

correctpredictions to the total number of input 

samples. It works well only if there are equal 

numberofsamples belongingtoeachclass. 

 

Accuracy= TP. 

(TP+TN+FP+FN) 

 

ROCCurve: 

A receiveroperatingcharacteristiccurve,or 

ROCcurve,isagraphicalplotthatillustrates the 

diagnostic ability of a binary classifier system as its 

discrimination threshold 

isvaried.ROCanalysisprovidestoolstoselectpossiblyopt

imalmodelsandtodiscard suboptimal ones 

independently from (and prior to specifying) the cost 

context or the classdistribution 

 
Figure5:ROCCurve 

 

Comparativestudy: 

AUC for different algorithms: Checking the 

accuracy for different algorithms helps us toobtain the 

best algorithm in solving our problem. ROC analysis 

is related in a direct andnaturalwayto cost/benefit 

analysis of diagnosticdecisionmaking 

 
Figure6:AUCfordifferentalgorithms 

 

CONCLUSION: 
Although there are several fraud detection techniques 

available today but none is able todetect all frauds 

completely when they are actually happening, they 

usually detect it after thefraud has been committed. 

From this model, frauds occurring with credit card can 

be easilydetected. Detecting the frauds in advance by 

training the machine with previous 

transactionsdataenables usto safeguard ourdetails 

andtherebypreventingtheloss ofmoney. 

 

 

 


